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Breakout Session goals

• Discuss: 

• The current capabilities of AI explainability methods for visual data classifiers;

• How explanations can be presented to the data scientist / end-user;

• What we can expect to understand from the provided explanations; and, 

• The next steps towards advanced AI explainability
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A few questions to start with…

• For image classification tasks, explanations often come in the 

form of heat maps: this is useful, but is it the best we can do?

• How about other visual tasks (e.g. video understanding, video 

summarization) – what explanations can we / need to generate?

• Has our community converged to established protocols for 

evaluating the goodness of explanations? 

• What are the most demanding / promising usages of such 

explanations? Who needs them? (just AI engineers?)

• Are our explanations good enough for these applications?
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Our Invited Experts
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• Prof. Jenny Benois-Pineau, Université de Bordeaux, France

• Dr. Gabriele Ciravegna, INRIA, Université Côte D'Azur, France




